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I. INTRODUCTION: THEORETICAL DISCUSSION UNDERLYING THE RIGHT TO BE FORGOTTEN

In a world where search engine results can define individual identity, information that lingers in the online sphere can sometimes have overwhelmingly negative consequences. In modern society, focus is placed on remembering rather than forgetting: “[t]oday, forgetting has become costly and difficult, while remembering is inexpensive and

* © 2015 Aidan Forde.  BCL (Int) LL.M. (Cantab), aidan.forde@cantab.net.  The author thanks Dr. Kirsty Hughes of Clare College, University of Cambridge, for her guidance in the completion of this Article.
Warren and Brandeis’s 1890 seminal “right to be let alone” piece encouraged the individual “to decide whether that which is his shall be given to the public.” The authors could not have anticipated the impact that technology would have on privacy rights, but did declare that such rights applied to “any modern device” that could affect privacy. This permits individuals to control and organize their private life as they see fit. The creation of a right to be forgotten derives from privacy harms the online world has created. The unforgiving nature of online content makes it difficult for the individual to choose which information about him is accessible or suppressed. Content posted online becomes a “tattoo etched into ourselves, which is hard and cumbersome to remove.” Alterations to the existing legal framework are inevitable. This work asserts that the right to be forgotten (“the right”) is a necessary development that should be embraced. Its creation will lead to positive implications for the individual’s right to informational self-determination and overall judicial thinking.

Discussion of the right emerged in Mayer-Schönberg’s book Delete: The Virtue of Forgetting in the Digital Age. The author correctly identified that one of the main problems with data storage is an absence of the human characteristic to forget. Van Hoboken noted how the concept has its foundation in legal qualifications such as the right to have information deleted, social forgetfulness, and the right to oblivion. Koops questions whether it is in fact a right. It can also be classified as an ethical and social value or a policy aim. Rouvroy specifically
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formulates it as “a ‘right’ or rather a ‘legitimate interest to forget and to be forgotten.’" It could be a value or interest that requires protection or “a policy goal to be achieved by some means or other, whether through law or through other regulatory mechanisms." There is not only the effect of being forgotten but also forgetting. Both the right to be forgotten and enabling the individual to forget can be placed under an umbrella of oblivion, referred to in French as “droit à l’oubli” and “Diritto all’oblio” in Italian. There is, however, a lack of consensus in defining the right with terms such as deletion, delisting/de-indexing, erasure, objection, and oblivion.

A. The Rights Emergence

The emergence of a European right to be forgotten has its roots in the French right to oblivion. This involves a convicted criminal having the opportunity to object to the publication of matters relating to their crime once the sentence has been served. A criminal justice system that values societal reintegration may give the opportunity to prevent past-ills defining future existence. The French government was the first to conceive of the right, requiring online and mobile phone providers to eradicate text and e-mail messages after a certain period. If rehabilitation has occurred, then an offender should have the opportunity to not have their previous offense haunt them. The United Kingdom Rehabilitation of Offenders Act 1974 (UKROA) enables certain offenses to be ignored after a certain period. The right would offer deletion of information that is no longer considered relevant in terms of newsworthiness. Ambrose and Ausloos note that the underlying rationale is to protect the autonomy, personality, identity, and reputation
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of the individual. In civilian jurisdictions it is common for certain criminal records to be removed or expunged after sentence has been served. This primarily comes into consideration when the media make reference to past convictions. As Lindsay notes, civil law countries traditionally engage in a fact-specific balancing exercise between the “personality rights of the convicted” on one hand, and public interest/freedom of expression parameters on the other. Such personality rights involve values such as the right to private life, dignity, and honour. These personality rights give the individual the autonomy to decide as to the possible use of data or information concerning them.

The right is of particular relevance where an individual has served his sentence and desires the opportunity to suppress the publication of information about his conviction. The Swiss courts have used oblivion to deal with situations where the convicted individual wants to prevent their criminal records from gaining public attention. Certain offenses may not require indefinite remembrance in the public sphere. Where a “substantial amount of time” has passed since the offense, the public interest detaches.

B. Terminology

As distinct from oblivion, a right of erasure gives the individual the option to demand removal of personal data that is held by third parties. This aims to create a balance between data subjects and processors, handing more control to the right holder of the information. Tamõ and George note that while oblivion is more concentrated on fundamental privacy protection and balancing contradictory interests, erasure involves enforcing a substantial claim. A substantial claim involves a situation where treatment of personal information violates data protection regulations.
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principles. Legal tools of erasure help to empower data subjects. This places checks on the use of personal data and controlling data over time. Article 12(b) of Directive 95/46/EC is enforced against the controller who “does not comply with the provisions of the Directive, in particular because of the incomplete or inaccurate nature of the data.” This requires the controller to rectify information that is no longer accurate.

Article 14(a) enables the data subject to object “at any time on compelling legitimate grounds relating to his particular situation to the processing of data relating to him.” Article 14(a) is the mechanism through which the individual can delete information related to him online.

Three conceptions of the right are outlined by Koops. First, the deletion of data in due time; second, a clean slate perspective; and third, there exists a clean slate perspective that enables citizens to be able to express themselves without restraint. Koops notes that this “aims at preventing people from suffering unduly from information about their past, with connections to the right to privacy and identity construction.”

The option to have information deleted in due time involves placing an expiration date on content where the hindrances of retention start to overcome relative advantage. This viewpoint is consistent with the right of erasure. As Xanthoulis observes, this conception assists in restricting third parties accessing personal information. The “clean slate” perspective involves removing information that has been obtained in relation to an individual’s past that is no longer relevant to their present and future. The third conception falls within the psychological and social umbrella of privacy. Koops references the need to ensure individual self-development and autonomy. An example is cookie
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retention by a social network or search engine, leading the individual to feel under surveillance.\textsuperscript{47} Encompassing these three elements, it is Xanthoulis’ correct assertion that a right of oblivion can be regarded as a “multidimensional right to privacy” amounting to a human right.\textsuperscript{48}

\textbf{C. Underpinning Normative Arguments}

Autonomy runs at the core of the right. The creation of the right gives the individual increased control over information. A second understanding is viewing the right as a behavioural response to modern concerns. Social media has radically altered behaviour. Warren and Brandeis noted, “Political, social and economic changes entail the recognition of new rights . . . .”\textsuperscript{49} With fundamental changes in the way individuals have their information processed, a reconceptualization of privacy is required. A right to be forgotten is a necessary development in this changing landscape.

An evolutionary understanding of the right gives regard to the benefits of forgetting. Lasica observed in 1998, “Everything you’ve ever posted online could come back to haunt you someday.”\textsuperscript{50} When data is lost, this is considered to be a failure from an information and communications technology (ICT) perspective.\textsuperscript{51} This contrasts with the human desire to forget. Forgetting is a central element of human memory.\textsuperscript{52} The very notion of forgetting a negative experience could be said to be part of trying to achieve greater success. Nietzsche viewed forgetting as a “positive filter” to live a better life.\textsuperscript{53} The brain places low priority on memories that are not needed in the future.\textsuperscript{54} In contrast, the Internet does not categorize information as secondary or irrelevant. It operates as a constant collector of data that may one day be utilized. Time is essentially illusory online.
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Individuals may desire the opportunity to redefine themselves, altering their “habits, political views, religion, make mistakes and have a fresh start.”\textsuperscript{55} Search engines often align results not according to their relevance in terms of timeliness. Each link appears to be equally valid. It is this concern that has grounded calls for an increased emphasis on forgetting being integrated to ICT systems. As Bannon outlines, the inaccessibility to be able to forget can disrupt everyday life.\textsuperscript{56} Computing intelligence acts to recollect and archive behaviours and situations across the globe.\textsuperscript{57} Bannon serves examples of e-mail being forwarded inappropriately to others and private messages being passed on without permission.\textsuperscript{58} He notes that in counteracting the disadvantages that arise from a “surveillance society,” designers should be concentrated with placing more control into users hands over their electronic space.\textsuperscript{59} This could attempt to tackle a conflict between the human instinct to forget and a computing desire to comprehensively recall. With technological development, less emphasis is placed on user control of personal information.\textsuperscript{60} Online memory exists to serve efficiency and its recollection function.\textsuperscript{61} The right serves to not let the individuals present be unfairly contaminated by the past.\textsuperscript{62} A final understanding is the importance of forgetting for society generally. In lessening surveillance woes, the right leads to greater personal freedom to live a fulfilling life.

\textbf{D. Conclusion}

The right is an umbrella term encompassing many possible policy aims and underlying privacy concepts. The concept of the individual having the right of oblivion with regard to negative elements in their past, a right of erasure, and objection regarding data controllers squared with Koops’ three-prong analysis indicates a lack of consensus. A concern which runs right beside these concepts is the right of the public to have access to such information, freedom of expression, and public interest considerations.\textsuperscript{63} Similar to the conceptualisation of privacy theory, there is a great deal of debate surrounding what the right actually is. Viewing
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the right to be forgotten as founded on personal autonomy and as a necessary behavioural response to modern privacy norms should guide future discourse. It is important to focus on what is at the core of the right.

From a viewpoint that values autonomy, there is merit in giving the individual control regarding information in the past that may negatively impact their future identity. The foundation of European data protection principles hands the individual more control over data processing. The world as seen through the eyes of search engine results and social media is of a virtual construction that can sometimes have disproportionate consequences. A right to have information forgotten that is no longer relevant, incomplete, or leads to unreasonable harm is consistent with such foundations.

II. LEGAL FRAMEWORK UNDERLYING THE RIGHT TO BE FORGOTTEN

A. Data Protection and Privacy—Conflating Concepts

This Part seeks to analyse the current EU and ECHR (Convention) data protection framework and how the right will have positive implications for the future regime. The EU Charter of Fundamental Rights and Freedoms was given effect to by the Lisbon Treaty in 2009. Article 7 of the Charter mirrors article 8, section 1, of the ECHR and provides respect for private and family life. Article 8 on the other hand outlines protection of personal data. The Court of Justice of the European Union (CJEU) cases illustrate a close relationship between personal data protection and privacy. The Charter utilizes the ECHR as a floor, not a ceiling. An emphasis on personal data protection within the Charter focuses on limiting improper usage of personal data by “increasing the right to transparency granted to each data subject.”
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ECHERC does not have such equivalent protections. The Charter’s explicit reference to privacy and data protection give such independent constitutional status throughout all member states. De Hert and Gutwirth suggest the Charter’s right was introduced in order to bolster EU data protection legitimacy. It does so in emphasizing the fundamental rights aspects of the Directive.

Post-Lisbon ratification, Advocate General Sharpston distinguished the right to privacy and data protection, stating, “Two separate rights are invoked: a classic right (the protection under Article 8 ECHR) and a more modern right (the data protection provisions of Convention No. 108).” The Court noted that the two rights were “closely connected” but treated them as “hybrid species” referring to “the right to respect for private life with regard to the processing of personal data, recognised by Articles 7 and 8 of the Charter.”

Giving constitutional recognition to data protection as a separate right as opposed to being a subset of privacy is necessary. Data protection enshrines values not at the core of privacy such as “the requirement of fair processing, consent or legitimacy.” It also serves as a solution for democracies such as France and Germany who have no explicit privacy protection at a constitutional level.

EU data protections are broader in scope than the ECHR equivalent. The drafters of the EU framework left the provisions as broad as possible in an attempt to encompass all possible data that may concern individuals. Lynskey argues that despite the ECHR adopting quite a broad interpretation as to the interpretation of privacy, it is not as expansive as the scope of the data protection principles. One difference is that dissimilar to “privacy interference,” the concept of “personal data”
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is not context dependent. Second, personal data encompasses data “to unidentified yet identifiable individuals.” Kuner has noted that the EU definition of data processing makes it difficult to comprehend “of any operation performed on personal data in electronic commerce which would not be covered by it.”

In a world of heightened surveillance, Lynskey concludes that a distinct right to data protection, as opposed to being a subset of privacy, is to be embraced. Even though article 8 privacy is defined broadly enough to facilitate individual autonomy, rights such as self-determination and data portability are not yet established. The asymmetric relationship between data controllers, processors and subjects underlines data protection mechanisms. The disparity in balance between the power and control of the data subject compared to that of “industry and bureaucracy” means data protection has a broader remit than privacy. Data protection hands the individual greater control in respecting individual self-determination, when compared to privacy under article 8. The conflation of data protection and privacy as it currently stands should be avoided. This lack of consensus undermines harmonization of the EU framework. A distinct right of data protection focuses on the personality rights of the data subject and reduces power asymmetries.

B. Towards a Data Protection Directive

In the 1970s, the Council of Europe believed article 8 contained a number of shortcomings with regard to technological developments. An uncertainty surrounding what constituted “private life,” combined with an emphasis on avoiding interference by public authorities resulted in a number of recommendations. Directive 95/46/EC aimed to increase harmonization of national laws on data protection. The
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Directive was hailed as creating a world leading privacy protection paradigm.93

Article 6.1 provides that once the purpose of collecting data has been fulfilled, such data is required to be deleted or be made anonymous.94 The provision itself does not require the user to take any action and the data is presumed to be automatically removed.95 This is a form of the right to be forgotten but in a more passive sense. In requiring the individual to take an active step, article 12 permits the user to obtain information from the controller confirming as to whether data related to them is being processed.96 This requires the individual to request such data and subsequently evaluate its content.97 Controllers are under an obligation to ensure that no more data is collected than is necessary for the required purpose.98 Such data has to be accurate and kept up to date. Controllers have to take “reasonable steps” to ensure rectification or erasure where it is not accurate.99 A right of erasure therefore arises where the controller fails in its obligations and disregards the individual’s rights.

Article 14 creates a right to object to data storage.100 Article 7 outlines a consent requirement, which has to be unambiguously given by the individual and explicitly so in the case of sensitive data.101 The use of such mechanisms is lessened by what is referred to as the “household exemption.”102 In article 3.2 the provisions of the Directive are not applicable to “the processing of personal data . . . by a natural person in the course of a purely personal or household activity.”103 Ambrose and Ausloos have raised concerns with the Regulation, drawing attention to its limited scope.104 It applies only “when the processing does not comply with the provisions of this Directive, in particular because of the
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incomplete or inaccurate nature of the data.” 105 The right to object is also of limited scope, only applying to matters relating to articles 7(e) and (f) and they have to be based upon “compelling and legitimate grounds.” 106 Google Spain SL utilized article 12(b) concerning a right of rectification, erasure or blocking of data and article 14(b) a right to object, as the legal basis for the judgment. 107

In January 2012 the Proposed Data Protection Directive explicitly refers to the right. 108 Two rights are explicitly referenced in the Draft Regulation, one of rectification within article 16, and a right to be forgotten within article 17. 109 The provision is stronger than the 1995 Directive in requiring the controller to carry out erasure without delay. 110 Controllers are required to do so unless the data is to be retained for freedom of expression purposes. 111 Implied consent can no longer be relied upon to process personal data. 112 Informed and explicit consent must be freely given. 113

In cases where the controller has made the data public, they are under an obligation to inform third parties that such a right to be forgotten has been exercised, and will ask them to erase any links to or replications of such data. 114 This places quite an onus on third parties: cases may arise where such a third party has no knowledge of such existing copies or replications of the data. 115 The draft Regulation does not however give guidance as to how third parties are to comply with such a requirement and delete the content. 116 The provision however does not define what would constitute unauthorized publication. 117 Graux, Ausloos, and Valcke note that the provision only deals with publicized personal data, and does not accord for the unauthorized hidden processing of data, such as in cases of profiling and tracking. 118
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Providing a right to be forgotten in a situation where the information is shielded from public view is as important.

Stemming from a lack of conceptual consensus, there is a lack of clarity in the relationship between a right of erasure and to be forgotten. Recital 54 notes that to “strengthen the right to be forgotten in the online environment, the right to erasure should also be extended in such a way that a controller who has made the personal data public should be obliged to inform third parties.” In this frame, the right to be forgotten is simply an extension of a right to erasure. The provision does give further protection in the asymmetric relationship between the individual and the controller. The data has to be deleted if it is no longer needed, second “if the data subject withdraws consent on which the processing is based.” Third, if the individual objects to their information being used for marketing purposes it has to be removed. Finally, if it is not processed in accordance with that data protection regulation, it is to be removed.

C. ECHR Protections

Frantziou notes article 8 does not itself contain specific reference to protection of personal data, article 8 has incrementally given regard to data protection. Boehm opines that the European Court of Human Rights (ECtHR) regards the protection of personal data as a core part of an individual’s right to respect for private and family life. Until the 1990s, the ECtHR was reluctant to use data protection terms with reference to article 8. Article 8 involves both a negative obligation in requiring the state to ensure the relevant rights are not interfered with,
and a positive obligation involving designing measures to make sure the individual’s rights are protected.  

Article 8 is open-textured, covering a wide breadth of issues that do not fall amongst other Convention provisions. Strasbourg jurisprudence does not enshrine fundamental data protection principles. Gutwirth cites cases such as Klass, Leander, Amann, P.G. & J.H. and Perry as illustrative of the Court going beyond the traditional conception of privacy involving intimate affairs. Article 8 protects more than one would traditionally conceive as a general right to private life. The court interprets article 8 in an expansive manner, a “broad term not susceptible to exhaustive definition.” Personal autonomy is at the heart of article 8.

The ECtHR has explored data protection through the scope of the right to respect for private life. Siemen concludes that the scope of data protection under the ECHR is the same as the right to respect for private life. Convention No. 108 illustrates that in terms of subject matter, it must first concern information and second such information has to be personal. Boehm summaries areas of data protection which fall under ECHR protection as telecommunications data, personal information stored in public files, DNA and fingerprint records, personal information published on the Internet, medical data, and audio or video containing personal information.

ECtHR data protection cases illustrate a gradual inclination towards separating data protection from private life. In considering the
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relationship between the EctHR’s balancing of Internet privacy and article 10, *Times Newspapers Ltd. (Nos. 1 and 2) v. The United Kingdom* outlined:

The Court agrees at the outset with the applicant’s submissions as to the substantial contribution made by Internet archives to preserving and making available news and information. Such archives constitute an important source for education and historical research, particularly as they are readily accessible to the public and are generally free. The Court therefore considers that, while the primary function of the press in a democracy is to act as a “public watchdog,” it has a valuable secondary role in maintaining and making available to the public archives containing news which has previously been reported. 143 This grants substantive protection to third parties that can be considered “Internet archives” and make news and information available. *Editorial Board of Pravoye Delo and Shtekel v. Ukraine* places a positive obligation on states to place an effective protection of freedom of expression for journalists on the Internet. 144 The case involved the publishing of a letter by a Ukrainian newspaper that accused senior local officials of criminal activity. 145 The newspaper noted that the letter may be false and its content was not verified. One of the officials concerned sought damages for defamation, leading to an award against the editorial board and editor in chief. 146 The Court noted that the risk of potential harm posed by the Internet with respect to human rights and freedoms is higher than the offline media. 147 The standards applicable therefore “have to be adjusted according to the technology’s specific features in order to secure the protection and promotion of the rights and freedoms concerned.” 148 States must place an adequate framework to protect journalists’ freedom of expression in the online world. On this basis, removing search results such as in *Google Spain SL* is a disproportionate step.

A line of recent cases illustrates the importance the Internet can act as a creative space for freedom of expression. In *Ahmet Yildirim v. Turkey*, 149 the applicant had been accused with insulting Ataturk’s
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memory online. The Turkish Telecom Directorate subsequently applied for the extension that blocked access to Google Sites hosting the applicant’s site. The applicant was unable to access his own site as a consequence.\(^{150}\) The Court noted that blocking the avenue of accessing Google sites was “a restriction on Internet access which had the effect of also blocking the applicant’s website.”\(^{151}\) The Court noted “since the Internet has now become one of the principal means by which individuals exercise their right to freedom of expression and information, providing as it does essential tools for participation in activities and discussions concerning political issues and issues of general interest.”\(^{152}\) The Turkish authorities had failed to meet the Conventions foreseeability requirement by failing to inform Google as to the site’s removal.\(^{153}\) It was an arbitrary measure violating article 10. Any unnecessary interference with freedom of expression on the Internet has to be subsequently supported by a strict legal framework. The Court discussed the right to Internet access as:

> Considered to be inherent in the right to access information and communications protected by national Constitutions, and encompasses the right for each individual to participate in the information society and the obligation for States to guarantee access to the Internet for their citizens. It can therefore be inferred from all the general guarantees protecting freedom of expression that a right to unhindered Internet access should also be recognized.\(^{154}\)

An ECHR compliant right to be forgotten needs to be supported by a clear legal framework that correspondingly references competing considerations.

Frantziou terms Węgrzynowski and Smolczewski v. Poland the EctHR’s “right to be forgotten ruling.”\(^{155}\) The case involved two journalists who wrote an article alleging that the applicants had acted in a corrupt manner in colluding with politicians.\(^{156}\) The original Court ordered the journalists to make an apology and award compensation. The article subsequently appeared in the newspaper “Rzeczpospolita” and the applicants claimed continued publications violated their rights.\(^{157}\) The Court subsequently ruled that the publication had relevant historical
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dimensions and compensation had previously been awarded. The ECtHR agreed, it confirmed that the Internet is a distinct method of communication and will “never be subject to the same regulations and control” as the printed media.\textsuperscript{158} It subsequently poses potential harms to the exercise and enjoyment of privacy rights. Internet archives have an important function as a source of news and information.\textsuperscript{159} Such archives are an important resource of historical reference. The principle that the press acts as a “public watchdog” was reiterated and that it has a valuable secondary role in “maintaining and making available to the public archives containing news which has previously been reported. . . . The maintenance of internet archives is a critical aspect of this role.”\textsuperscript{160} The Court referenced free speech considerations and the implications of removing links to Internet content:

The Court accepts that it is not the role of judicial authorities to engage in rewriting history by ordering the removal from the public domain of all traces of publications which in the past been found, by final judicial decisions, to amount to unjustified attacks on individual reputation.\textsuperscript{161}

In \textit{Delft AS v. Estonia}\textsuperscript{162} the Court mentioned that “the spread of the Internet and the possibility . . . that information once made public will remain public and circulate forever, calls for caution.”\textsuperscript{163} \textit{Delft} will be analysed and contrasted to \textit{Google Spain infra Part III}.

\subsection*{D. CJEU’s Foundation}

\textit{Bodil Lindqvist}\textsuperscript{164} was a leading CJEU case surrounding data protection and what constitutes “personal or household activity.”\textsuperscript{165} The question the Court had to consider was whether publishing activities on a website were protected by the Data Protection Directive. The Directive does not apply to a natural person “in the course of a purely personal or household activity.”\textsuperscript{166} The Court felt however that this “must therefore be interpreted as relating only to activities which are carried out in the course of private or family life of individuals, which is clearly not the
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case with the processing of personal data consisting in publication on the Internet so that those data are made accessible to an indefinite number of people.”

The decision offers an expansive exploration of “processing.” A simple act of placing information on a personal site comes under such “processing.”

The broad decision sets the judicial texture for extending the data protection framework in Google Spain SL. The deferential direction of the decision is compared to Van Hannover v. Germany (Princess of Monaco) where a proportionality test was utilized ahead of the margin of appreciation. The Court stated “the European constitutional order is still too thin to settle many of the heated conflicts among rights-holders that emerge routinely at national law.”

In deferring to national law in matters concerning privacy and speech the Court “affirmed a European commitment to privacy and free expression and made a room for diverse moral orderings of public life at the national level.”

Second, Varec illustrates the CJEU interpreting privacy in a more expansive manner than the ECtHR. The case involved a request by Varec to have details of a tender application, submitted by Diehl, in relation to a public tendering process. The Court noted that disclosure of the documents would violate Diehl’s rights under article 8.

The Court drew upon jurisprudence such as Colas Est and Peck in coming to this conclusion. In an expansive notion of private life the court held that “it follows from the case law [of the ECtHR that] the notion of “private life” cannot be taken to mean that the . . . commercial activities . . . of legal persons are excluded.” Grousset and Gill-Pedro outline how Colas Est was not concerned with private life, but with respect for domicile and home of a corporation. The EctHR’s conception as to the protection of private life and the home are quite

167. Id. at 47.
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177. Id.
different. The facts of *Peck* which involved an individual who was experiencing mental health difficulties being filmed carrying a knife in a public place, are different to the tendering process in *Varec*.\(^{178}\) The CJEU takes an expansive approach in utilizing ECtHR jurisprudence to interpret rights and freedoms. Utilizing article 8 jurisprudence in the CJEU’s adjudication of privacy issues is to be welcomed.

Third, with the accession to the Charter in 2009, the Court has begun to take an increasingly emboldened stance.\(^{179}\) In *Digital Rights Ireland*, contrary to the Advocate General’s Opinion, the Court found that the Data Retention Regulation 2009 was unlawful. In *Opinion 2/13* Advocate General Kokott recommended that the draft agreement on accession to the ECHR should be found lawful if certain amendments were undertaken.\(^{181}\) The Court decided that accession was incompatible with EU law. The decision was met with substantial criticism.\(^{182}\) Following this, *Google Spain SL* in 2014 was a further example of the Court’s bold approach. *Schrems*\(^{183}\) is the Court’s most recent highly publicized privacy and data protection case. With this increased regard for privacy rights, it decided, in the wake of Snowden revelations, that the EU-U.S. safe-harbour program was inadequate.\(^{184}\)

A distinct right to data protection incorporates elements that help realize the right to be forgotten. Such ingredients include; a right to withdraw previously given consent to process data; the right to object to data processing; the duty to delete or anonymise data once the purpose has been achieved and the right to erase data where its processing is noncompliant with protection requirements.\(^{185}\) The right to be forgotten involves broader informational autonomy elements such as; the right to change one’s mind regarding data previously disclosed or which consent has been given; the right to not be permanently reminded of one’s past; to not have the past disproportionately harm the future; the right to have

---
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data deleted as it is no longer legitimate to be kept; and a right to refuse de-contextualisation of data by tackling the power of Internet search engines, whilst accepting that the data will remain in its initial context.  

E. Conclusion

This section has sought to analyse the EU and ECHR framework that underlines the right to be forgotten. The Convention itself does not currently contain sufficient protection. Issues have been worked through in a piecemeal fashion. Such inadequacies can partly be resolved by giving clear regard to data protection within the Convention. Along with such reform, it is believed the Court should embrace the right to be forgotten. Inadequacies in the current legal framework illustrate a need for creative solutions. The right has positive implications in mapping modern ECHR privacy norms. The EU framework gives constitutional recognition across all member states to the importance of data protection principles. Both the EU and ECHR regimes can learn a great deal from existing positives and negatives to carve effective privacy protection in the future.

III. IMPLICATIONS OF THE RIGHT TO BE FORGOTTEN

A. Google Spain SL

Google Spain SL has provoked more academic commentary than any other case in data protection in the last sixteen years. Consteja González had two articles published about him in Spanish newspapers. These related to real estate auction proceedings that were initiated by social security debts. In 1998, the newspaper as required by Spanish law published the article, but the information subsequently resurfaced in 2009. Because the information became more accessible through Google’s search engine, the applicant submitted that it was no longer relevant.

Roughton notes there were three key questions to be considered: (1) to what scope could national courts make an order which would affect
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activities of corporations whose operations and seat were not in the EU, (2) what encompasses “data processing” in the case and how does one identify a data “controller,” and (3) how much can the data subject object to the data controller’s behaviour. Advocate General Jääskinen’s opinion dealt with such. First, regarding article 4(1)(a) of the EU Data Protection Directive 95/47/EC, a “controllers” processing of personal data is carried out in the context of the activities of its “establishment,” “when the undertaking providing the internet search engine sets up in a Member State, for the purposes of promoting and selling advertising space on the search engine, an office or subsidiary which orientates its activity towards the inhabitants of that State.” Second, an Internet search engine provider that contains information by third party websites, “processes” data with regard to article 2(b) of Directive 95/46 where it is of a personal nature. Third, the provisions of the Directive, involving a right of erasure, right to object within article 14(a) and blocking through article 12(b), do not give the individual a right to prevent the search engine from indexing content which is legally published on a third parties’ site. Jääskinen did not view Google as processing the data in question and not a “controller.” The complaint concerned previously published content that was no basis for an action against Google. Jääskinen outlined that the right to object to search engines results is inconsistent since it only indexed materials that were already on the Internet. Because the material is already available on the Internet itself, a right to be forgotten could be said to be of limited use.

If the CJEU had opted to follow the Advocate-General, the case would have generated limited attention. The CJEU discussed two form of indexing. First, indexing was less objectionable if it concerned “secerned items of data.” The Court secondly considered aggregation—where multiple instances of information regarding the same matter carries increased weight in comparison to a single item. The search
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information returned is of a structured nature that affects the subject’s privacy rights. In the absence of such a search engine, finding personal information would be a more difficult task. The decision places Google under no obligation to erase an unstructured single return. However, a single unstructured result could still raise privacy concerns and require takedown.

A second issue is to the scope of the right to erasure and that of the right to be forgotten. Articles 12(b) and 14(a) of the Data Protection Directive provide data subjects with a right of erasure, blocking, and rectification or to object. The right is of a subjective nature. It concerns the data subjects desire to have the information bypassed if they consider it to be prejudicial. The links which the search engine provides are also “previously and lawfully” published by third parties. If publishers do not want the materials to be included in the indexing of results, they can remove them. Jääskinen did not believe that articles 12(b) and 14(1) created a right to be forgotten, “[T]he Directive does not provide for a general right to be forgotten in the sense that a data subject is entitled to restrict or terminate dissemination of personal data that he considers to be harmful or contrary to his interests.”

It was believed that creating such a right with regard to the functioning of search engines would have a distorting effect.

[It] would need to put itself in the position of the publisher of the source web page and verify whether dissemination of the personal data on the page can at present be considered as legal and legitimate for the purposes of the Directive. In other words, the service provider would need to abandon its intermediary function.

The Advocate General opinion placed freedom of expression ahead of privacy considerations. Jääskinen warned against inferring such a right from the current EU privacy framework, creating such a right could encroach upon freedom of information. The Advocate General’s opinion was pragmatically reasoned, yet failed to consider the broader privacy implications in how Google acts as an information monopolist.
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Contrary to expectation, the CJEU embraced the right, albeit in a dysfunctional manner. It began by considering whether a search engine could constitute a “controller” and if it involved the “processing of personal data.” The Court relied on Bodil Lindqvist in finding that the “loading of personal data on an internet page must constitute ‘processing’, ”207 A search engine locates information published by third parties, indexes it on an automatic basis, stores it temporarily and distributes to its users.208 It is when the search engine “stores,” “organises,” “discloses,” or “makes available” personal data that it falls under the ambit of article 2(b).209 The Court was not persuaded by Google’s submission that it did not distinguish between personal and other data.210 It also rejected the argument that knowledge of the data was required.211 The Court found that since it determines the purpose as well as means of the processing it conducts, it was a “controller.”212 A broad interpretation of “controller” was adopted. A distinction was given between the original publication of content and the search engines processing it.213 Google’s overall control of the search process meant it determined access to the original publication and it was not an intermediary. The Court distinguished between a website and a search engine, Google’s interests were solely economic and consequently could not rely upon the article 9 journalistic exception.214

Google submitted that the processing in this case was not carried out in the activities of Google Spain Inc.215 The CJEU found that the activities of the search engine operator and those of the “establishment” were “inextricably linked.”216 The Court believed that the search engine service was related to the selling of advertising space.217 The advertising
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function “constitute[s] the means of rendering the search engine . . . economically profitable.” 218 The Court also paid attention to the fact that the EU framework sought to prevent individuals from circumventing protection in applying a broad territorial scope. 219 The CJEU suggests the effects principle (usually thought of in the competition law context) provided justification for exercising jurisdiction. Alsenoy and Koekkoek note how the Court repeatedly referred to the “effective and complete” protection of individuals. 220 The opinion is influenced by the “substantial effect” Google’s search engine activities have on data subjects.

The third and fourth questions considered by the CJEU dealt with the right. 221 The provisions of the Directive, combined with articles 7 and 8 of the Charter of Fundamental Rights guarantee the protection of personal data and the right to private life. 222 The CJEU noted that article 12 of the Directive enables the individual to obtain rectification, blocking and erasure of data that is not compliant. 223 Article 6 was referenced as requiring personal data to be processed in a fair and lawful manner. 224 Article 7(f) considers the elements that make data processing legitimate. 225 The Court noted that this “necessitates a balancing of the opposing rights and interests concerned, in the context of which account must be taken of the significance of the data subject’s rights arising from articles 7 and 8 of the Charter.” 226 Notably absent from the inquiry is article 11 of the Charter and article 10 of the ECHR.

Information that is initially posted may over the course of time become incompatible with the Directive. This is because the data is no longer necessary with regard to the purpose for which it was initially collected. The Court gave strong recognition to articles 7 and 8 of the Charter, which have primacy over the economic interests of the search engine and the general public interest. 227 The processing of data related to the individuals name through a search engine can put such rights at risk:

It enables any internet user to obtain through the list of results a structured overview of the information relating to that individual that can be found on the Internet—information which potentially concerns a vast number of
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aspects of his private life and which, without the search engine, could not have been interconnected or could have been only with great difficulty—and thereby to establish a more or less detailed profile of him.\footnote{228} Where the public interest no longer requires the information, the subject should have the opportunity to have the link suppressed. It was specifically mentioned that the availability of the right would depend on the individual’s role in “public life.”\footnote{229} The Court failed in expanding when this “preponderant interest” would require access to the information. The Court ultimately concluded that the display of the applicants name leading to links to archives of newspapers detailing his social security debts from sixteen years ago, were no longer relevant.\footnote{230} The applicant had a right to not have such information linked to him by means of search engine results.\footnote{231}

The judgment allows the individual to have links containing their name removed where “having regard to all the circumstances of the case, to be inadequate, irrelevant or no longer relevant, or excessive in relation to the purposes of the processing at issue carried out by the operator of the search engine.”\footnote{232} The Court does not refer to the term “right to be forgotten” in its ruling, but it mentions it in its judgment.\footnote{233} The decision allows the user to request de-indexed or to not be included in search results. It does not wipe the information from the virtual slate. In making personal information more difficult to access, it acts as a limited tool. The Court did reference that the removal of links would affect the legitimate interests of Internet users.\footnote{234} The data subject’s rights trump the Internet users’ desire to access content. The right is not absolute and a balancing of the competing rights has to be undertaken.\footnote{235} It is only in the situation where the individual is a “public figure” that the interest will overcome, but this was not satisfactorily expanded upon.

1. Analysis

The decision is insular in focus.\footnote{236} The Courts judgment style has been described as “overly abstract, vague and elliptical” and “cryptic...
Frantziou points out two fundamental errors in the judgment. First, the Court failed to engage with the content of the right to privacy: second the Court failed to engage with the ECHR. On the first point, the Court did not actually complete any detailed assessment of the right to privacy. The Court did pay reference to the impact that search engines like Google could have on the Individual’s private life. The Court failed to determine in what circumstances interference would violate articles 7 and 8 of the Charter. Unanswered questions remain relating to the application of the Charter to private actors. It is true that if the Court utilizes articles 7 and 8 to engage a right to be forgotten for the data subject, it has to firstly explore the content of such rights. The mere identification of rights, rather than interpreting their content, contrasts to article 8 ECHR cases.

There was also a failure to conduct a proportionality inquiry. The applicants desire to have the information removed has to be squared with a number of elements. There is no distinction between the various fundamental rights and freedoms within the Charter itself. Article 8 of the Charter concerning the protection of personal data is the central right concerned, however a number of others are also relevant. Article 8 is not “an absolute right, but must be considered in relation to its function in society.” Such a right does not automatically trump other competing rights or freedoms. Article 11 of the Charter recognizes freedom of expression, corresponding to article 10 of the ECHR. Article 11(1) also protects the right to receive ideas and information. Article 16 of the Charter protects the freedom to conduct business. Allowing the data subjects right to have the information removed, because it is no longer relevant, without consideration as to these competing interests is best avoided.
The ECHR permits freedom of expression exceptions, but such “must be narrowly interpreted and the necessity for any restrictions must be convincingly established.”\textsuperscript{248} Third-party publishers upload content with the knowledge that search engines like Google will actively index. Access to the content can be increased through search engine functionality. The third party has an option to opt out of the indexing process. Publisher’s freedom of expression in displaying the content within the search results is at issue. Further, article 11(1) involves the individual’s right to receive ideas and content. By providing increased access to the flow of information search engines engage in article 10 protected freedom of expression. The ECtHR has noted that “particularly strong reasons must be provided for any measure limiting access to information which the public has the right to receive.”\textsuperscript{249} Search engines have an important role in the dissemination of content. Transparency of information is important in an open democracy. Deletion of links impacts on freedom to access content. Constraints on information access need to be carefully examined in light of the public interest.

Article 16 also needs to be considered Belgische Vereniging van Auteurs, Componistan en Uitgevers CVBA v. Netlog NV is a case on point.\textsuperscript{250} The case concerned the freedom to conduct business of hosting service providers and the intellectual property rights by copyright holders.\textsuperscript{251} The Court held that an injunction would lead to an infringement of the host service in conducting its enterprise.\textsuperscript{252} The Court noted that the procedure involved would (1) mandate the provider to put in place a costly, complicated and permanent computer system at its own cost; (2) not comply with the fair balance requirement; (3) the granting of the injunction would infringe the fundamental rights of the servers users, including the freedom to “receive or impart information.”\textsuperscript{253} Google’s business model was secondary to privacy rights.

In assessing whether the measure is proportionate, EU courts consider whether it is necessary and appropriate in achieving the objective, where other measures are available the least onerous one is
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used. If the first requirement is not satisfied, the page of origin containing the information will still publicly exist. Deleting the original web content would achieve the aim. There are less onerous means of achieving the desired result. The publisher engaging in an “opt-out mechanism” from indexing would prevent the material being accessed on any search engine. It would also lead to a more non-discriminatory decision with respect to Google. The search engine bears an impossible burden. Google is arguably taking the role of publisher in assessing whether the information is legitimate. The Advocate General believed that given the complex nature of the matter and the rights concerned, the right should not be exercised. This imposes a disproportionate burden on the search engine, which could lead to the possibility of censorship by a private party.

Frantziou refers to the ECHR within the case as the “dog that did not bark.” Reference to how the ECtHR has dealt with “internet archives” in cases such as Times Newspapers and Węgrzynowski and Smolczewski would have been welcomed. Advocate General Jääskinen stated:

[A]rticle 8 thereof also covers issues relating to protection of personal data. For this reason, and in conformity with article 52(3) of the Charter, the case law of the Court of Human Rights on article 8 . . . is relevant both to the interpretation of article 7 of the Charter and to the application of the Directive in conformity with article 8 of the Charter.

A lack of reference creates a presumption that the right requires a higher threshold for the human rights protection, compared to the ECHR minimal standards. A failure in working out the relationship between articles 7 and 8 of the Charter with article 11 relating to freedom of expression substantiates such concerns. Such questions raise concern as to the institutional competence of the CJEU in interpreting fundamental rights provisions. In avoiding broader considerations, the Court should avoid “withdrawing into one’s own constitutional cocoon, isolating the international context and deciding the case exclusively by reference to internal constitutional precepts.”
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The decision concerns large-scale Internet search engines. It defined a search engine as “a provider of content which consists in finding information published or placed on the internet by third parties, indexing it automatically, storing it temporarily and, finally, making it available to internet users according to a particular order of preference.”260 This definition encompasses the main search engine operators such as Bing and Yahoo, but Kuner questions whether the definition can extend to providers who undertake search services.261 He believes that a broad conception is necessary to include a multiplicity of online services that have search functions.262 Social networks and commercial databases have search engine functionality. The Court did refer to the objective of the Data Protection Directive as “ensuring effective and complete protection of the fundamental rights and freedoms of natural persons, and in particular their right to privacy, with respect to the processing of personal data.”263 In interpreting this broadly, Kuner believes that the judgment can be extended from Internet search engines to a variety of online services that have search functionality.264 Extension of the right beyond delisting to commercial and governmental databases would be effective in ensuring access to the right. In principle it sets in place a regime to be enforced against bloggers, ratings websites, news archives, and social networking.265

In holding a private corporation with such dominance as Google subject to fundamental rights provisions, it presents the way forward in holding private actors to account for violating privacy norms. The Court properly takes into account the power Google holds as the “master switch” in the online world. In recognizing this role and the impact it can have on the individual, it gives greater protection for potential privacy breaches. In identifying the “public interest” exception, the Court correctly identifies potential problems of de-indexing. Items that remain within the public interest will remain in the search results. The judgment recognizes Google does not merely act as in “intermediary” regarding content, but impacts on privacy. Google is also not required to carry out active monitoring of indexing of whether content is incompatible with data protection mechanisms. Google is only required to take action with
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respect to notices it receives concerning particular content, similar to a notice and take down system.

2. Google’s Compliance

There are concerns regarding Google’s competence to implement the decision. In November 2014, the article 29 Data Protection Working Group released an opinion on the right’s implementation. It clarifies that the ruling firstly only applies to search engine operators who act as data controllers. It does not apply to the original website where information relating to the individual is published. The search engines economic interests will not serve as justification to interfere with the individual’s rights. It is important to create a balance between the two. The data subject should give sufficient information when making the request. This includes an explanation of the reasons why removal is requested, identification of the specific URLs and whether they fulfil a role in “public life.” The European Commission believes that in search engines assessing requests on a case-by-case basis, “this assessment must balance the interest of the person making the request and the public interest to have access to the data by retaining it in the list of results.” But no discussion illuminates what factors private companies should take into account in determining whether the link should be deleted.

Data protection authorities will focus on instances where there is a link between the individual and the EU legal regime. Limiting access to the right to operators who have a EU domain is illogical. It is possible to circumvent de-indexing by using google.com, rendering implementation ineffective. Where the content, subject, or audience is of European focus, where it is viewed should determine applicability of the decision, rather than the domain extension. This undermines giving individual’s further control. Using the facts of Google Spain SL as an example it is clear to see why implementation should be worldwide. The announcement was published by a Spanish newspaper, the website was
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hosted by a server in Spain, it concerned a Spanish citizen. In such a case it would be permissible for the Spanish authorities to grant a global order. It is noted that the individual may use the template form given by the search operator, but if the individual chooses not to use such mechanisms, the search engine should not refuse the relevant request. The Working Group Guidelines do not reference article 12 or article 14 upon which Google Spain SL founded the right. The Guidelines recognize that the criteria are a “flexible working tool” that will be applied on the foundation of national legislation. The individual should have access to the right through any adequate means. Sufficient information and explanations have to be provided by the individual applicant and the search engine. Transparency in how Google is currently dealing with requests is problematic. The mechanism through which takedown is achieved needs to be illustrated. At the moment, the process operates on an arbitrary basis. The search operator should also not disclose to users that information has been removed relating to an individual’s name. Google currently indicates that search results may have been removed due to data protection requests. Commentary on the future of guidance procedures finds that overall regime looks towards increasing the rights of individuals. The right to be forgotten is not an automatic one, discussions surrounding the draft Regulation illustrate that its legitimacy is far from settled. Corporations who fall under the decision and subject to requests should put in place transparent mechanisms and guidelines. Such procedures would comply with existing data protection law but also that of the article 29 Working Group guidelines.

Making private entities “judge, jury and executioner” of the right creates clear problems. The decision places a significant onus on such operators to transparently implement the ruling. Given the difficulties courts face in trying to balance the various competing interests, giving private corporates, such as Google, discretion to make these decisions is unprincipled. Affording Google a power to decide whether to remove
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content awards unwavering discretion. At time of writing, Google has evaluated more than 1.15 million URLs for removal, with more than 325,000 requests received.\textsuperscript{277}

3. Impacts

The creation of new rights is a complex and often controversial process. The right to be forgotten already has its foundations in European data protection legislation and ECHR jurisprudence. Given the competing considerations required in order for the right to be exercised, there are numerous situations in which exercising such a right could be potentially “inappropriate and in some cases even absurd” due to public interest and freedom of expression considerations.\textsuperscript{278} The right should be exercised on an \textit{ultima ratio} basis, a measure of final resort where other legal tools provide inadequate.\textsuperscript{279} This is a sensible framework as the right can be most effectively accessed where other legal tools are exhausted.

A “cascade of decaying information” involves a series of legal tools providing a proportionate remedy balanced with the relevant competing interests.\textsuperscript{280} Where one of the existing legal remedies does not provide sufficient protection, one moves to the next measure. The right to be forgotten is the final gear in the chain. This helps to alleviate some of the criticisms that the right is obscure and has censorship potential. The privacy landscape is shifting rapidly. The right helps in alleviating some of the privacy concerns emerging with technological innovation. Both private and public actors are gaining increased access to capture information. Formulating sufficient privacy safeguards requires creativity. Carolan has noted, “The scale of technological change in recent years has created substantial disparities in the way in which different groups engage in different technologies.”\textsuperscript{281} With technological developments, individuals have decreased control over information concerning them. The manner in which data is recorded and gathered is
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not as restricted as it was before, governments and commercial entities retain data continuously.\footnote{282}{Stephen Mason, The Internet and Privacy: Some Considerations, 21 COMPUTER & TELECOMM. L. REV. 68, 68-84 (2015).}

Even though the right emerges at a haphazard level within Google Spain SL, its theoretical foundations deal with fundamental concerns involving consumer’s privacy in the future legal regime. When one considers how the 1995 Directive could never have anticipated innovations such as Google, a broad based right with an anchor in autonomy has long-term advantage. Where there may be a gap between the existing legal framework and the vindication of privacy rights, the right is of use. Rosen has critiqued that “Europeans have a long tradition of declaring abstract privacy rights in theory that they fail to enforce in practice.”\footnote{283}{Rosen, supra note 16.} With unforeseeable future privacy concerns, the right is an important tool. Where the individual wishes to have information forgotten, the first potential stage in the “cascade of decaying information” is rectification. Rectification involves correcting data inaccuracies. Where factual inaccuracies are present, rectifying inaccuracies will suffice. If rectification of the information does not provide a sufficient remedy, one moves to a right to deletion or erasure. Rectification may not be appropriate since the individual may object to disclosure of the information itself.

Erasure places a responsibility on the controller to erase information from its interface. These two methods involve managing information, whereas “delisting” or “de-indexing” involves limiting accessibility to such content. Search engines operate as the online “master-switch” directing the user to content. Google has a dominant position in the search engine industry and is currently subject to a European Commission investigation for alleged anticompetitive conduct.\footnote{284}{Julia Powles, Europe Is Targeting Google Under Antitrust Laws but Missing the Bigger Picture, GUARDIAN (Apr. 15, 2015, 11:47 AM), http://www.theguardian.com/technology/2015/apr/15/europes-targeting-google-under-antitrust-laws-missing-bigger-picture.} Where results relating to the individual create disproportionate harm to the relative public interest, a right of “delisting” is appropriate. This is not a right to be forgotten, but does assist in limiting accessibility. Exercising a right of erasure could also help in ensuring access to the final step, the right to be forgotten. The right to be forgotten itself requires comprehensive deletion of information compared to de-indexing.
Where such steps do not provide an appropriate remedy, the right should be available. All of the stages are however forms of the right to be forgotten. The final stage involves comprehensive takedown of content and this restricts dissemination. Gstrein’s assertion that one cannot expect the information to be completely wiped away from a wide variety of information systems has merit.\textsuperscript{285} This echoes the feeling of the House of Lords EU Home Affairs, Health and Education Sub-Committee report, Baroness Prashar commented:

The expression, “right to be forgotten” is misleading. Information can be made more difficult to access, but it does not just disappear. Anyone anywhere in the world now has information at the touch of a button, and that includes detailed personal information about people in all countries of the globe. Neither the 1995 Directive, nor the CJEU’s interpretation of it, reflects the incredible advance in technology that we see today. We believe that the judgment of the Court is unworkable.\textsuperscript{286}

It is challenging to comprehensively erase all references to particular content online. However, strident attempts can still be made to lessen access to harmful content. In terms of a broader “right to be forgotten,” the fact that it will be impossible to have all content suppressed does not make it completely “unworkable.” The CJEU’s conception of the right is problematic. The onus that it places on search operators is overly expansive, rendering implementation impossible. In the absence of independent oversight and clear guidelines as to implementation, the current right is defective. If the right to be forgotten is to be implemented by search engines its full underlying capabilities, values and supporting normative arguments will not be effectively achieved. It is believed that extensions are necessary in the ambit of the rights reach, beyond de-indexing in \textit{Google Spain SL}. Problems of implementation do not mean “de-indexing” should be disregarded. In order for the individual to have effective recourse, limiting access and availability to the content assists in achieving the rights ambitions.

At this final stage, where all previous remedies provide are ineffective, the original third-party content may need to be erased. \textit{Google Spain SL} in some situations provides a “band aid” solution. Because the search result is removed only on the European domain site, content will still be easily accessed through the .com domain.\textsuperscript{287}
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Additionally, the content remains on the original page.\(^{288}\) The permanency of online content combined with the speed at which it can spread, means that removing the search results does not always protect the interests underpinning the right. Information will only be taken down where it mentions the individual’s name.\(^{289}\) This can be easily bypassed by searching using other relevant names or the surrounding circumstances. Confining its application to the individual’s name is not effective. A more holistic approach considering how the content relates to the individual’s welfare would be beneficial. In order to effectively suppress the content itself, requiring the original source page to remove the content would be the most effective method. This shifts the onus away from search engines on to the original content holders. It also has to be considered that the individual can use such global search engines to find information regarding them online that is illegal or irrelevant. Search engines give the individual the mechanism to run checks on their online profile. Search engines can have enormous impact on individual image. A right of de-listing decreases accessibility and assists in achieving the right’s ambitions.

A closed model network is one where “every set of data can be labelled and indexed and is therefore removable in its entirety.”\(^{290}\) A shift of focus in situations concerning personal information to be contained within closed networks would help in having it properly categorized and removed completely. This is consistent with Koops’ “deletion in due time” element.\(^{291}\) A move towards a closed model landscape could impact the creativity of the Internet and freedom of expression for both the user and content holders. This would create challenges to ECHR compliance. Such closed model networks would be particularly helpful in online banking, health care systems or online governmental services involving citizens’ data.\(^{292}\) Perhaps complete erasure can only be achieved in such closed model situations. The challenges facing comprehensive erasure do not trump the rights potential benefits.

In concentrating on awarding greater control to the individual, requiring third parties to remove content where the harm is disproportionate to the relative public interest would be welcomed. Control primarily vests in the hands of third parties currently, the right attempts to balance this asymmetric relationship. Enforcement would
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occur through national Data protection authorities, with courts offering an appeal mechanism. The future implementation of the right is not completely “unworkable,” but difficult.

I now turn to analysing the rights impacts for (1) the individual, (2) institutions, (3) corporations, and (4) states.

B. Individuals

A behavioural understanding of the right indicates how is a necessary response to privacy concerns.293 Developments in online advertising, cloud computing and the globalization of data have led individual’s desire greater control over their online presence. Modern technologies are persistent with searchability and sharing features often interwoven, little emphasis is placed on individual control. Advances provide new avenues through which oppressive governments and employers can gather and store information about individuals.294 Mitrou comments on how Internet archives through cached copies and search engine abstracts can provide a distorted representation of the individual: “The default of forgetting has changed into a default of remembering.”

Personal data is now a valuable currency being used to fund free services like social networks, news sites and search engines.295 A damaged or mischaracterized virtual identity can have long-lasting consequences for social status and future employment. With individual actions facing being shared with an unlimited global audience, the individual may alter their participation in social and public life.296 An effective illustration of this is the emergence of “revenge porn,” for example, where a disgruntled ex-partner gathers intimate photos or videos and publicly uploads the content to the Internet. Giving victims such a right awards an effective remedy as opposed to solely prosecutions.297
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suppressing of links to such content would give the individual another legal remedy to combat harmful content.

Popular discourse has concentrated on the right as having the effect of rewriting historical archives, silencing unfavourable criticism or reputation grooming. The right is centrally concerned with placing a veil of obscurity on information as it becomes inadequate or irrelevant to the public interest. The right puts brakes on the uncontrolled collection of personal information.

A society concentrated with sharing online, diminishes individual capacity for intimacy. Altman and Taylor’s social penetration theory is particularly interesting in this context, the unforgiving and persistent nature of online communication limits individual control on the flow of information. There is limited gradual development of individual personality within the online sphere. Due to social media sites, an individual can learn a substantial amount about a person before meeting them. A relevant example here is smartphone applications and personal data. Individuals regard their phone as private and will be reluctant to share its use with others.

Users “feel violated” when it is revealed that applications are accessing data without active knowledge. Repeated interference with privacy creates negative psychological consequences and difficulty in regaining control in information management. Solove draws a distinction between risk management and access control. Consumers desire control over personal information and a commitment from commercial operators that they will limit privacy risks once data is no longer within their direct control.

Given this asymmetric relationship combined with decreased control of personal information, the right has legitimacy. Before modern technology, information could simply fade into the archives allowing individuals to prevent past mistakes defining future existence. Where the mistake or sin was so great, the individual could simply move elsewhere and escape. The online world however is an unforgiving place. Giving
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individuals a second chance is an important value. Nowadays, such mistakes are easily found through search engine results, the individual should have access to having inaccurate or irrelevant content erased. There are positive implications for the individual in providing additional protection and recourse, especially in situations where personal information is unlawfully used. The right allows the individual to manage and construct their online identity. Human behaviour has changed profoundly with technological advancement, privacy concerns have increased and this requires renewed legal tools. What would have been considered traditionally private events can now be easily found within the public domain. Those who do not know the surrounding context can easily judge the individual. Recognizing the importance of forgiveness in the digital age is necessary and the right achieves this need. In recognizing commercial operators decreased regard for informational self-determination, the right forms the basis of a renewed legal regime concentrated on greater control.

C. Institutions

Section two focused on working through the EU and ECHR legal backdrop to the right. The case illustrates the CJEU’s inadequacy in adjudicating fundamental privacy and freedom of expression provisions. Google Spain SL is part of the EU’s broader regulatory data protection reform. It may have been more effective for the EU regime to outline the scope and basis of the right, rather than the CJEU attempting to create a right to “delisting” or a broader right to be forgotten with limited foundations. The decision could be viewed as an example of judicial creativity. In a twenty-page judgment, it created an ambitious and necessary extension of European data protection law. It sets the scene for a Court not afraid to strengthen privacy protections, notwithstanding political critique. Google Spain SL arose during negotiations over new legislation in the form of the draft General Data Protection Regulation. It helps in focusing discussion on balancing the privacy rights of the individual with the “preponderant public interest.” It is hoped the case draws attention to the rights of the data subject within finalized discussions.
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Sartor provides a useful examination as to the Draft Regulation’s contents. He concludes that the Regulation only introduces incremental alterations, rather than effectively introducing the right. It provides a process for termination of data processing where retention becomes unlawful. Article 17 requires “controllers who made personal data public” to make contact with third parties who process the data, this is unclear. Placing obligations on controllers to engage third parties to erase data is indeterminate. Similar issues arise as to Google’s implementation of de-indexing requests, how can third parties enforce the right in an objective and independent manner. A provider is immune from liability if “it does not have actual knowledge of illegal activity or information and, as regards claim for damages, is not aware of facts or circumstances from which the illegal activity or information is apparent.” Sartor believes the exceptions to the right are “redundant” as lawful processing is excluded. The Regulation does not clarify the circumstances in which providers of content in the online world will be subject to the right. The Regulation does not provide certainty as to whether failing to remove a request would oblige the provider to compensate the data subject. The assessment of balancing freedom of expression parameters with the data subject’s privacy is a complex process. The uncertainty within the Regulation will only fuel tensions surrounding the right’s controversy. With proposed fines of up to 1% of global annual turnover, it places enforcement of the right to be forgotten on par with competition law.

Second, I wish to examine how the introduction of a right to be forgotten could impact on the judicial interpretation of privacy rights. The protection of journalistic freedom and the Internet archives in cases such as Times Newspapers and Editorial Board of Pravoye Delo and Shtekel place freedom of expression over privacy. Removing search results interferes with categorizing and archiving online content. It would be beneficial for court’s to embrace the concept in judicial thinking. Given the open-textured nature of article 8, the concept would fit into the EctHR’s constituent rights landscape.

In Weller the Queen’s Bench Division found that the photographing of Paul Weller’s children on a family day out breached article 8. The
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Court awarded £5,000 to the older child and £2,500 to each of the twins.\textsuperscript{314} The Court did not grant an injunction since it was accepted that the defendants would not publish the photographs again, however a subsequent judge did grant an injunction, as there was evidence the unlawful publication would be repeated.\textsuperscript{315} In time to come, if the images of the children were to resurface, the right to be forgotten would provide a suitable legal tool. Given the open nature of the Internet, the right is a more vigorous tool in preventing dissemination. In \textit{Mosley v. News Group Newspapers Ltd.}, the Court found a breach of the applicant’s rights to confidentiality and privacy.\textsuperscript{316} Given how fast images spread in the online sphere, the right would be appropriate where the relative privacy harm outweighs legitimate public interest. Justice Eady refused the applicants request for an interim injunction preventing further publication of the story, “the material was so widely accessible that an [injunctive] order . . . would have made very little practical difference” and “the dam has effectively burst.”\textsuperscript{317} Similarly, in the \textit{Spycatcher} litigation, since the content was already in the public domain, an injunction would have been of limited value.\textsuperscript{318} Where information is already in the public domain, it is worth remembering the comments in \textit{Aleksey Ovchinnikov}:

[\textit{I}n certain circumstances a restriction on reproducing information that has already entered the public domain may be justified, for example to prevent further airing of the details of an individual’s private life which do not come within the scope of any political or public debate on a matter of general importance.\textsuperscript{319}]

The Paris Tribunal de Grande Instance held in 2013 that Google had to automatically filter a number of images relating to Mosley from its operation.\textsuperscript{320} If the pictures are illegal and a breach of privacy norms, steps should be taken to limit availability. Freedoms of expression considerations are sometimes trumped by privacy rules. Damages are not completely effective in cases of online harm, the individual desires
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reducing accessibility to the content itself. Giving the individual a clean slate enables them to move forward in life.

Mr. Mosley had further success in the District Court of Hamburg where the Court noted “the images violate the specially protected privacy of the plaintiff . . . to a very considerable extent, as they provide information about sexual acts.”²²¹ In that regard, they are likely to lead to the stigmatization of the plaintiff, and “[i]t should be noted that a particularly high degree of intervention regularly emanates from the pictorial representation of the sexual behaviour of a person, since the viewer actually has the scene ‘before his eyes.’”²²² The High Court has recently allowed a similar claim to proceed.²²³ In rebutting counsel for Google’s contention that the claim was unsubstantiated, Justice Mitting found the claimant had a viable case.²²⁴ The Court cited Google Spain SL in holding Google as a “controller.”²²⁵ This would have provided a useful opportunity for the High Court to provide further examination of the right. The case may have resulted in an article 267 TFEU reference, through with the CJEU would have clarified areas that Google Spain SL left opaque. Mosley would likely have been considered a public figure and the “preponderant interest” outlined in Google Spain SL would require retention of the search results. The parties subsequently settled, and the discussion as to the “public interest” exception did not arise.

On the existing jurisprudence of the ECtHR, it is important to note some further implications. The Court places primacy on the importance of preserving the Internet archives. It is believed that an ECHR challenge to Google Spain is theoretically possible. On the basis of *Times Newspapers* and *Węgrzynoswki* the Court would regard protecting unhindered access to Internet content and the Internet archives as fundamental. *Von Hannover (No. 2)* illustrates a number of criteria to be considered when balancing freedom of expression and privacy.²²⁶ Both article 8 and 10 are of equal value and a margin of appreciation is afforded to national courts in balancing the competing interests.²²⁷ There
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was initially no reasonable public interest in Mr. Gonzalez’s life.\footnote{328} However, given the global media coverage surrounding his particular case, he will remain in the collective memory. His case is permanently linked to a legal landmark that will be impossible to have erased. The search results providing information to users are an integral part in categorizing information within the Internet archives. It is believed the Court would find removal of such links to be disproportionate given freedom of expression considerations.\footnote{329} The case and his particular circumstances have generated considerable public interest. Search engines contribute to the media acting as a “public watchdog.” A balancing exercise between the applicants article 8 privacy rights and the rights of other to receive the information, will in many cases revoke de-indexing. The Court may award a wide margin of appreciation to states when balancing privacy and freedom of expression. However, Google Spain SL’s de-indexing with respect to Mr. Gonzalez would appear to contravene ECHR jurisprudence. If an applicant like Mr. Gonzalez makes an anonymous application under article 35 § 2(a) of the admissibility criteria, this would assist limiting public interest in his particular circumstances and lessening a need for de-indexing.\footnote{330}

A recent Dutch ruling said Google Spain SL “is not meant to remove articles which may be unpleasant, but not unlawful, from the eyes of the public via the detour of a request for removal to the operator of a search machine.”\footnote{\textsuperscript{331}} An effective balancing exercise will assist in determining whether the removal is disproportionate, content which is not unlawful may need to be removed where privacy harms trump the public interest. The ordinary citizen should have access to the right. Lee notes “an unpopular politician, a poorly reviewed physician, and a paedophile were among the first to have issued Google removal requests.”\footnote{332} In such cases the public interest will clearly require retention. If discussion surrounding the right concentrated on how the right affords
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increased autonomy to the innocent citizen, overall benefits in its introduction will be increasingly realised.

Węgrzynewski was coined the EctHR’s “right to be forgotten” case; however, in drawing parallels to Google Spain SL, Delfi requires note. Notwithstanding the fact that the site had taken down the comments upon notification, the Court found that it should have prevented unlawful comments from being posted. The ruling places an impossible burden on websites with interactive comment sections. The Court did not accept Delfi’s abuse report button or automatic word-based filter were sufficient to circumvent publication of defamatory content. The website had substantial control over the comments published and was not merely a “passive service provider.” Similarities can be observed between this and how the CJEU found that Google is not merely an intermediary, but a “controller” of content. This is correct as Google controls a vast amount of information. The processing of data which search engines undertake is additional and different to that of publishers. Weinert advises that website owners who have such comment sections should put in place a system where the user can actively retain control and delete content after submission.

Guillemin notes how Delfi fundamentally failed to properly deal with intermediary liability. The Court failed to apply the E-Commerce Directives hosting liability provisions which gives incentives to online platforms like Delfi to remove content when notified of illegality, in such cases immunity arises. Delfi removed the content on the same day of notification. The decision places an undue burden on sites with comment areas. It may lead to pre-emptively closing such sections and limiting users access to information. The Court was overtly concerned with protecting individual rights against Internet companies, but failed to realise how this would impact users freedom of expression. In a recent Northern Irish decision J19 and J20 v. Facebook Ireland, Judge Gillen asked counsel to consider Delfi’s applicability. It was believed the case
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had a “shrinking sense of relevance” to the relevant matter, however it “may well be fact sensitive and indeed subject to an appeal to the Grand Chamber.” Given its inadequacies, it is welcomed that the trial judge dismissed the relevance of Delfi. Clear difference is observed in the type of information removed in Delfi and Google Spain SL. Google Spain SL does not require the information to be abusive or defamatory. If the content is simply irrelevant a takedown request can be made. Delfi is moreover concerned with potentially abusive content, however the relevant comments would not have been considered defamatory under U.K. law. Unfortunately, the Grand Chamber mostly followed the Court’s reasoning. The judgment fundamentally failed to answer whether Delfi was an ISP or a media publisher. Weinert ultimately concludes that “this is a decision which can only be explained by a reluctance of the ECtHR to interfere with Estonia’s margin of the appreciation, when it really ought to have. Small comfort that the courts of England and Wales would not have and have not ruled on this issue in the same way. Under Delfi, if Google Spain SL were to come before the ECtHR, a shift appears from a concentration on preserving the Internet archives and freedom of expression, to recognizing Google as not merely a “passive provider.” The CJEU was correct in finding that Google is not a “neutral intermediary.” It has an obligation to de-index unlawful or irrelevant content when it is brought to attention. It should be noted that search engines have automatic algorithms, this makes it difficult to determine which content is to be included. Given this automated process, Advocate General Jääskinen believed Google could not ensure all information complies with articles 6, 7 and 8 of the Directive. The Court held that search results involve “a structured overview of the information . . . that can be found on the Internet . . . and which, without the search engine, could not have been interconnected or could have been only with great difficulty—and thereby to establish a more or less detailed profile.” Search engines help to ensure the free flow of information. They are not a hosting service, caching or mere-conduit
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service, and do not fall within the intermediary liability regime of articles 12-15 of the E-Commerce Directive. Whether search engines fall within the intermediary exemptions of the E-Commerce Directive has not been dealt with, leading to confusion. Google Spain SL failed to discuss intermediary liability. It did note however that Google was of a different nature to website platforms. Given the differences in intermediary liability between a search engine like Google and an online platform like Delfi, the decisions overall impact is limited.

Similarities exist in the indeterminacy Delfi creates and how Google is to correctly put in place a mechanism to objectively “de-index” links. Its overall value is limited in assessing how the right to be forgotten would be treated before the ECtHR. Kuczerawy concludes that the existing EU framework on notice and taken down “incentivises over-compliance and interference with fundamental human rights.” Delfi negates transparency and proportionality, intermediaries are unable to determine which notices they should accept or disregard. This enables arbitrary or overcautious procedures.

Conclusions in the EU regulatory reform process should provide insight as to the extent the right will be broadened and enforced beyond “de-indexing.” Second, the right is to be welcomed as a further judicial tool in protecting privacy rights within the ECHR. Time will tell in what circumstances individual privacy will trump public interest and freedom of expression parameters.

C. Corporations

Businesses that are engaged in the processing of data online, could be considered a “controller” and subject to the ruling. Corporations that have large databases or search functionality built into their interfaces should review policies in light of developments. An entity could simply use a .com domain and avoid impact. The ruling can be easily circumnavigated by pointing the domain name away from the EU. Information or content that is placed on sites from third parties also needs to be reviewed as to its compliance with data protection rules. If a business considers itself to be a “controller” it should take steps to ensure

---

compliance. Google was found to be a controller even though it argued it only organized data. This means businesses that do not change personal data, but exercise some amount of control over it, could be classified as a controller.

A core problem with the decision is its failure to anticipate what constitutes effective compliance. The decision stated “the controller must take every reasonable step to ensure that data which do not meet the requirements of that provision are erased or rectified.” It is unclear what exactly satisfies this. Google set up a form for individual’s to submit a de-listing request, similar to a notice and takedown procedure. Bing and Yahoo have followed Google’s example. Delfi would place an increased obligation on sites to actively take down conduct that appears to be abusive. If information becomes irrelevant, entities will be required to put in place procedures that deal with content where it becomes incompatible with time. It is believed a notice and takedown approach is favoured rather than independent deletion. Another ambiguity concerns what will be considered valid competing interests for businesses when engaged in a balancing exercise. A failure to work through these considerations could lead businesses to rethink undertaking trade in the EU. With such uncertainties comes increased risk of litigation. Businesses will have to train individuals to be able to meet requests in a transparent and cost-efficient manner. A broader additional implication is that businesses using Google as their online search engine may decrease. As de-listing requests increase businesses will have reduced access to fuller results. The ruling has the potential to overall increase costs requiring efficient systems be put in place to ensure compliance.

From the individual data subjects perspective, the introduction of the right greatly benefits subjecting corporations who process and control personal information to greater scrutiny. The decision makes corporations tread with increased care when interfering with privacy rights. In taking a broader interpretation of search functionality, social media sites such as Facebook and Twitter that have internal search mechanisms could be subject to the ruling. As Smith comments “Human

memory fades, but without a right of erasure, social networks will never forget.”

D. States

The Investigatory Powers Tribunal recently found that British intelligence services unlawfully accessed millions of individual personal communications collected by the National Security Agency (NSA). In Klass it was noted that “[d]emocratic societies nowadays find themselves threatened by highly sophisticated forms of espionage and by terrorism, with the result that the State must be able, in order effectively to counter such threats, to undertake the secret surveillance of subversive elements operating within its jurisdiction.” The judiciary does play a key role in holding the state to account for privacy violations. The existence of legislation that permits secret monitoring interferes with article 8. Unlawful means of surveillance include wiretapping an individual’s dwelling and interception of electronic communications. Putting in place sufficient legal structures to combat infringements increases public confidence and serves as deterrence. Any legislation permitting surveillance has to be clear enough to enable the citizen to determine the circumstances in which the state will engage in secret collection of data. Reidenberg has commented the collection of data and government purchase of data threatens democracy in creating a “transparent citizen, but a non-transparent government.” The debate over the right illuminates such issues and further empowers data subjects in seeking to delete information the state holds which is irrelevant or illegal. Where legitimate and proportionate public interest or security requires retention, the request can be refused. Introduction of the right will have clear impact on large databases controlled by government bodies. Existing data protection and freedom of information remedies will usually provide sufficient redress. However, where such tools do not achieve the desired
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result or in the future become redundant, the right to be forgotten may be appropriate.

A central criticism of the right has been allegations that states will use it as a vehicle of censorship. Effective implementation of the right will mean that it will not be an instrument of censorship. The Commission notes “the right to be forgotten does not allow governments to decide what can and cannot be online or what should or should not be read.” The right may enable citizens to attempt to remove unfavourable traces of their past, however it does not facilitate government censorship. Increasing transparency in the manner at which search engines undertake the takedown process, will assist in confronting censorship quarrels. Additionally, the Commission states that data protection authorities will provide oversight, providing an appeal mechanism. The problems in how search engines are to effectively implement the right have to be firstly addressed.

IV. CONCLUSION

This piece has sought to frame the right to be forgotten as a necessary legal mechanism. It promotes positive implications for individual autonomy and self-determination. Google Spain SL can be admired for the Court’s judicial activism. It is “an imperfect decision in an imperfect world.” Clear criticisms are to be observed in its application. It does lay the foundation for a right of considerable importance for the consumer in the future. Dave Eggers book “The Circle” captures a world in which keeping information to oneself is a selfish act. In such a society deletion is illegal, “Secrets are lies. Sharing is Caring. Privacy is theft.” It may take significant time before the right becomes effectively operational and is largely dependent on conclusions in the EU reform process.

The first Part of this work observed there is a current lack of consensus in terminology surrounding the right, phrases like erasure,
oblivion, deletion, rectification and delisting repeatedly surface. Any framework of such a right of oblivion, erasure or forgetting has to include an inquiry as to the competing freedom of expression and public interest considerations, relative to the potential privacy harms. Viewing the right as grounded on personal autonomy and as a necessary behavioural response to modern privacy norms should guide future discourse. The second Part illustrated shortcomings in both the EU and ECHR frameworks underlining the right. The ECtHR comprehensively engages in balancing the competing rights provisions compared to the CJEU. However, the lack of a distinct right to data protection undermines individual protection. The third Part illustrated failures in Google Spain SL to properly engage with the right to privacy, an effective proportionality inquiry and the absence of a strict legal framework underlining the right. The final Part outlined the benefits of introducing the right primarily for the individual and how it impacts judicial institutions, states, and corporations.